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SCIENCE IN THE AGE OF AI

How artificial intelligence is changing the nature and method of scientific research



► Overview: How AI is transforming scientific 

research

► Research integrity and trustworthiness

► Research skills and interdisciplinarity

► Research, innovation and the role of the 
private sector

► Research ethics and AI safety

► 3 case studies

► Material science
► Climate science

► Rare disease research

Chapters.



► 30+ interviews

► 5 roundtables

► Immersive technologies (2022)

► Reproducibility (May 2023)

► AI and climate science (June 2023)

► Interdisciplinarity (July 2023)

► LLMs and science (July 2023)

► 2 AI safety workshops (October 2023)

► Horizon scanning AI safety risks in science

► Red teaming on AI-generated disinformation

► 2 international workshops (Sept – Nov 23)

► UK-US Researcher Access to Data Forum, 

Washington DC

► RS-CAS workshop on AI Ethics, Beijing

► 3 commissioned studies

► Taxonomy of AI technologies

► Patent landscape of AI technologies

► Historical review

Methodology.



Enhance access to essential 
AI infrastructures and tools

Trust in the quality of AI-
based scientific outputs

Ensure safe and ethical use 
of AI in scientific research

Areas for action.



1. Governments, research funders and AI 

developers should improve access to essential 
AI infrastructures.

2. Funders and AI developers should prioritise 
accessibility and usability of AI tools developed 

for scientific research.

3. Research funders and scientific communities 

should ensure AI-based research meets open 
science principles and practices to facilitate 

AI’s benefits in science.

4. Scientific communities should build the 

capacity to oversee AI systems used in science 
and ensure their ethical use for the public 

good.

Recommendations.



1. AI applications can be found across all 

STEM fields.
2. High quality data is foundational for AI 

applications.

3. China, USA, Japan, and South Korea are 
dominating in terms of patent applications 

related to AI for science.
4. Companies such as Alphabet, Siemens, 

IBM, and Samsung appear to exhibit 

considerable influence.
5. The black-box, and potentially proprietary, 

nature of AI tools is limiting the 
reproducibility of AI-based research.

6. Interdisciplinary collaboration is essential to 

bridge skills gaps.
7. Generative AI tools hold promise for 

expediting routine scientific tasks.

Key findings.



See: Krenn, M et al 

2022. On Scientific 
Understanding with 

Artificial Intelligence.







It is hardly possible to imagine higher stakes than 

these for the world of science. The future 

existence and social role [of science] seem to 

hinge on the ability of researchers and scientific 

institutions to respond to the [reproducibility] 

crisis, thus averting a complete loss of trust in 

scientific expertise by civil society.







AI safety.













Everybody wants the sparkly fountain, but very 

few people are thinking of the boring plumbing 

system underneath it.



For more information

royalsociety.org/science-in-the-age-of-ai

areeq.chowdhury@royalsociety.org


	Slide 1: AI in research: Lessons from Science in the age of AI  Areeq Chowdhury Head of Policy, Data and Digital Technologies areeq.chowdhury@royalsociety.org  UK Research Integrity Office, 9 October 2024 
	Slide 2
	Slide 3: Our mission. 
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18
	Slide 19
	Slide 20
	Slide 21
	Slide 22
	Slide 23
	Slide 24
	Slide 25
	Slide 26

