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SCIENCE IN THE AGE OF Al
How artificial intelligence is changing the nature and method of scientific research
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Chapters.

» Overview: How Al is transforming scientific
research

» Research integrity and trustworthiness
» Research skills and interdisciplinarity

» Research, innovation and the role of the
private sector

» Research ethics and Al safety
» 3 case studies
» Material science

» Climate science
» Rare disease research



Methodology.

» 30+ interviews
» 5 roundtables
» Immersive technologies (2022)
» Reproducibility (May 2023)
» Al and climate science (June 2023)
» Interdisciplinarity (July 2023)
» LLMs and science (July 2023)

» 2 Al safety workshops (October 2023)
» Horizon scanning Al safety risks in science
» Red teaming on Al-generated disinformation

» 2 international workshops (Sept — Nov 23)
» UK-US Researcher Access to Data Forum,
Washington DC
» RS-CAS workshop on Al Ethics, Beijing

» 3 commissioned studies
» Taxonomy of Al technologies
» Patent landscape of Al technologies
» Historical review
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Areas for action.

Science in
the age of Al
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Enhance access to essential
Al infrastructures and tools

Trust in the quality of Al-
based scientific outputs

Ensure safe and ethical use
of Al In scientific research



Recommendations.

1. Governments, research funders and Al
developers should improve access to essential
Al infrastructures.

2. Funders and Al developers should prioritise
accessibility and usability of Al tools developed
for scientific research.

3. Research funders and scientific communities
should ensure Al-based research meets open
science principles and practices to facilitate
Al’'s benefits in science.

4. Scientific communities should build the
capacity to oversee Al systems used in science
and ensure their ethical use for the public
good.
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Key findings.

1. Al applications can be found across all
STEM fields.

2. High quality data is foundational for Al
applications.

3. China, USA, Japan, and South Korea are
dominating in terms of patent applications
related to Al for science.

4. Companies such as Alphabet, Siemens,
IBM, and Samsung appear to exhibit
considerable influence.

5. The black-box, and potentially proprietary,
nature of Al tools is limiting the
reproducibility of Al-based research.

6. Interdisciplinary collaboration is essential to
bridge skills gaps.

7. Generative Al tools hold promise for
expediting routine scientific tasks.
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FIGURE 1

Reproduction of a visualsation of the three general roles of Al for scientific research as either
a computational microscope, resource of human inspiration, or an agent of understanding'!

Advanced simulations and
data representation
: _ See: Krenn, M et al
b i 2022. On Scientific
microscope | N 3
N ’ Understanding with
= - Artificial Intelligence.
/ Resource of ,_-':" Agent of :
inspiration understanding —
: ' Acquiring new scientific
understanding
Identifying areas of Transferring scientific insights
interest from literature to a human expert




FIGURE 2

Patent filing trends of Al-related technological inventions in the last 10 years
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[Data for 2021 — 2823 1s nat complete given the 18-month delay from the prionty filing date and the date of publication).
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AGURE 4

Global Market Shares of Machine Learning in the Life Sciences,
by Region, 2021 (%)
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European Market Shares of Maching Learning in the Life Sciences,
by Country, 2021 (%)
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It is hardly possible to imagine higher stakes than
these for the world of science. The future
existence and social role [of science] seem to
hinge on the ability of researchers and scientific
Institutions to respond to the [reproducibility]
crisis, thus averting a complete loss of trust in
scientific expertise by civil society.
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Explainability and interpretability

Explainability and interpretability refer

to information that allows users to
understand how an Al system works and
the reasoning behind its outputs™. Far
example, in ML interpretability methods
can offer information into ‘how a model
warks' while explainabllity answers

wivy certain concluslons are reached or
“what else can this model tell me?™™,

As set out In the Royal Society's 2019
repaort, Exploinoble Al The basics™
ensuring explainability and interpretability
In sclence can have the following
benefits for trustworthiness:

Helps researchers better understand
the insights and patterns that come
from the use of complex machine
learning models and large datasets.

Enhances the potential for scientists
to draw insights from Al systems
1o reveasl polential new scientific
breakihroughs or discoveries™,

Improves reproducibility by enabling
third parties to scrutinise the model, as
well as identify and correct errors.

Improves transferability and assessment
of whether models could be suitahle
across disciplines or contexts.

Improves accountability and ensures
scientlsts can offer justification
behind the use of ML models™.

In the case of science-based applications
that affect the public — from health to
public policy — explainability can ensure
policy makers and regulators can provide
oversight and prevent harms caused by
emoneous predictions or models™=,
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Barmers to reproducbility and examples.

Barrier to reproducibllity  Examples

Misconceptions « An undertying assumption that machine leamning ML} models are Inherently reproducible

and assumptions due 1o thel relance on compatation

about ML « Overreliance on ML-based outputs and questionable uses of statistical techniques to
smoathen blas ar exclode uncomfortable or nconvenion resulls.

Computational + Dinerent nardware and software emwironments may yieid dfferent resuits.

or environmental + Reproducioity at scale implies having 30Cess 10 ComMpUation Capadty that enables

conditions researchers to vasdate complex machine leaming models™.

« Privistes sector companies are betier resowrced thon academa and can afford Lo train ang
valicate larger models (eg Openal’s GPT-4) while researchers in other SECtors cannot™.

Documentation « Insufficient of ncompiete documentation sround research methads, code, data,
and transparency Of computatonal environments.
practices « The growing developmenrt and adoption of less transparent, propristacy modeds

» Lack of cscipine-specific documentat.on that acdresses barners faced across fields,
appications, and research contexts (&g healihcare-specic documentation that 1ackies
reproduc¥ity guicelnes for disease treatment and diagnosis research)

« Insufticient efforts 1o make documentation accessitve 10 sgentists from afferent
backgrounds and weh diverse levels of technica! expertice

Skills, training + Lack of clerity regarding who is responste for different stages of the workfiow and few
and capacity resowrces 1o NCOporate reproducibaity work.

» Lack of training for new ML users and insufficient guidelings on the limitations of different
models and the approgriateness of aferent techniques for fieid-specific apalications.

« Lack of tools for non-ML experts 1o folow reprocdudbility quidelines and identfy limiations
of modaks.

« Lack of mechanisms that fadlitate nterdisciplinary collaboration between sclentists who
da nat have a technical background In Al and computer or daty sclientists who cary
expertise 10 input daa, identify errors, and validete experiments.

Incentives and « Few career progression apportunities in academia for roles needed Lo sdvance ooen
research culture and reproducible research (eg data curation and wrangling, research data management.

data stewardshio; research managersi.

Ne incentives 1o publish eron in ML based research (fallod resufts) o remedies
Narrow view of what outputs are worhy of publishing (&g data. modals) and limnted
rewards for conducting open science practices and pulishing reproducibility reports
N specific Incantives 10 encourags the use and cavelopment of human-ntepeetable
models when possible™




Al safety.
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The Scientists Breaking Al to Make It Safer
Red teaming large language models (LLMs)

for resilience to scientific disinformation

Wht 1s rec eanng?
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I—I_ nan ornate roon lined with iwarble busts of fanous scientists, around 40

experts in climate science and disease were hunched aver their laptops

yvesterday (Oct, 25), caaxing a powerful Al system into generating

misinformation.

Ay the end of the day, attendees had managed to overcome the guardralls on

THE
the Al svstemn— Meta's Llama 2—and got it to argue that ducks could absord aic

ROYAL i T o e e
pollution, to say that garkic and "miraculous herbs” could help prevent COVID-
SOCIETY




- NI | = T, |~ B
~ [ = [ B unescs unesea | hesce|  [funsicol  [ERunesce

) ~ -
- ' Unmsca | a““‘_'_“’ﬂ = & vnesco & vnesce & onesce

L ] - e uned
B vneszes Bl vnesco ~uneso [l mosco g oo - B
-] ; - ' o nosce
02 UNGICo [ 20 [ \L?' @ _g ™ - L “ i'\‘u"”w B onee
B unasco t . ) ; N Eness B
¥
“ = 0 B vnesco
co Bl vnesce [ \- =< '
'l.‘n?.:\ i | :
‘;,‘ ¢ \; __"gp Bl vnesxe [
S0 ; N -
VReso "'F‘i:’:\mn\ '\
b unesco unesco
co| B vresxo

uneaco Bl vne
[El unesco By

EY vnwaco oo~

Mews »

Making Al more open could accelerate

research and tech transfer

Combining artificial Intelligence (Al) and open science could
accelerate scientific discovery, redefine the boundaries of
scientific research and democratise access to knowledge,
suggested participants in a symposium on & June co-hosted by
UMESCO and the Royal Society in the UK, which also featured
the launch of the latter's report on Science in the Age of Al



Reproduction of the Gradient of System Access developed by Hugging Face
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Everybody wants the sparkly fountain, but very
few people are thinking of the boring plumbing
system underneath it.
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For more information

royalsociety.org/science-in-the-age-of-ai
areeq.chowdhury@royalsociety.org
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